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ABSTRACT
We investigate the levels of small scale structure in surface brightness images of the core of the
X-ray bright cool-core galaxy cluster AWM 7. After subtraction of a model of the smooth clus-
ter emission, we find a number of approximately radial surface brightness depressions which
are not present in simulated images and are seen in both the Chandra and XMM-Newton data.
The depressions are most strongly seen in the south of the cluster and have a magnitude of
around 4 per cent in surface brightness. We see these features in both an energy band sensitive
to the density (0.6 to 5 keV) and a band more sensitive to the pressure (3.5 to 7.5 keV). His-
tograms of surface brightness in the data, when compared to realisations of a smooth model,
reveal stronger surface brightness variations. We use the ∆-variance technique to characterise
the magnitude of the fluctuations as a function of length scale. We find that the spectrum in
the 0.6 to 5 keV band is flatter than expected for Kolmogorov index fluctuations. If charac-
terised by a power spectrum, on large scales it would have an index around −1.7, rather than
−3.7. The implied 3D density fluctuations have a standard deviation of around 4 per cent. The
implied 3D pressure variations are at most 4 per cent. Most of the longer-scale power in the
density spectrum is contributed by the southern half of the cluster, where the depressions are
seen. The density variations implied by the spectrum of the northern sector have a standard
deviation of about 2 per cent.
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1 INTRODUCTION

The velocity structure and degree of turbulence in the intraclus-
ter medium (ICM) of galaxy clusters is a matter of much debate
as there are few direct observational constraints on its dynamical
properties. The nonthermal contributions to gas pressure, if signifi-
cant, are important to include for the determination of galaxy clus-
ter masses from X-ray data. The viscosity and turbulence of the
ICM have a bearing on how energy can be dissipated within the
ICM, which connects to how the AGN can feed energy back into
its environment (e.g. Kunz et al. 2011).

Theoretical calculations predict that the fraction of pressure
support in the ICM from gas motions, generated by cluster growth
and mergers, ranges from 5 to 20 per cent in the centres, increasing
at larger radii (e.g. Lau et al. 2009; Vazza et al. 2009, 2011). Re-
laxed clusters have significantly lower amounts of turbulence than
those merging or have recently merged, with turbulent pressure
fractions of less than 10 per cent. However, the amount of turbu-
lence in simulations depends crucially on transport processes such
as viscosity or magnetohydrodynamical effects. The active galactic
nuclei (AGN) in the centres of clusters are also often seen to be
affecting the surrounding ICM, injecting jets and bubbles into the
cluster (e.g. McNamara & Nulsen 2007) and likely causing gas mo-

tions. These generated motions have been predicted to range from
500 to 1000 km s−1 (Brüggen et al. 2005; Heinz et al. 2010).

One direct method of measuring or limiting gas motions in
galaxy clusters is to examine the width of X-ray emission lines
using the X-ray reflection grating spectrometer (RGS) on XMM-
Newton. We recently placed a limit on ICM random gas motions
in the core of Abell 1835 of 274 km s−1 , at the 90 per cent level
(Sanders et al. 2010). The implied limit on the turbulent to ther-
mal energy density is less than 13 per cent. For a sample of objects
we were able to find at least 15 sources with less than 20 per cent
of the thermal energy density in turbulence (Sanders et al. 2011).
This technique is, however, limited to sources with compact X-ray
emitting cores and we can only examine the innermost regions.
Other techniques to obtain limits or measure the velocity structure
in clusters or elliptical galaxies includes examining the degree of
resonance scattering in high resolution X-ray spectra (Werner et al.
2009), which imply strong upper limits on the gas motions.

Each of the above probes for gas motions indicates rather
small amounts of gas motion in the cluster cores. There is addi-
tional indirect evidence that gas motions in the ICM are not strong
in relaxed objects. These include the smooth changes in velocity of
the filaments in the core of the Perseus cluster (Hatch et al. 2006),
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which are apparently tracing gas motion (Fabian et al. 2003b) and
their linear morphology.

Comparisons of X-ray and optical gravitational profiles in el-
liptical galaxies indicate additional non-thermal pressure contribu-
tions, some of which may be due to gas motions. The non-thermal
pressure is around 10 per cent of the thermal gas pressure in M 87
and NGC 1399 (Churazov et al. 2008) or 20 to 30 per cent in a sam-
ple (Churazov et al. 2010). In the Perseus cluster, Churazov et al.
(2004) found evidence from the existence of resonance line emis-
sions for gas motions at around half the sound speed.

Schuecker et al. (2004) noted that for isotropic turbulence,
like the velocity distribution, the pressure energy spectrum should
have a powerlaw dependence with wave number. For the pressure,
EP(k)∝ k−7/3 (see for example, section 6.9 in Lesieur 2008), rather
than the standard 5/3 Kolmogorov relation for velocity. In three-
dimensions (3D) this corresponds to a pressure power spectrum
with a spectral index of −13/3. Schuecker et al. (2004) examined
the spectrum of the fluctuations in a pressure map of the Coma clus-
ter. They found that the spectrum between length scales of 40 and
90 kpc was well described by a projected Kolmogorov type spec-
trum. Integrating the spectrum after deprojection implied a lower
limit of 10 per cent of the total ICM pressure in turbulence.

Churazov et al. (2011) recently reexamined Chandra and
XMM-Newton data of the Coma cluster, finding that density vari-
ations in this object are rather small. The amplitude of the density
fluctuations varies from 7 to 10 per cent on 500 kpc scales down to
5 per cent on scales of around 30 kpc.

In the interstellar medium, the electron density power spec-
trum as measured with interstellar scintillation is close to the value
for a Kolmogorov process (−11/3) over at least five orders of mag-
nitude (e.g. Armstrong et al. 1995). The spectral slope when ob-
serving HI 21cm line emission can vary, however. The value for the
Small Magellanic Cloud is −3.04 (Stanimirovic et al. 1999), but
measurements of the interstellar medium of dwarf galaxies gives
slopes from −1.5 to −2.6 (Dutta et al. 2009).

Simulations of density fluctuations using hydrodynamics
(Kim & Ryu 2005) found a Kolmogorov slope for low Mach num-
bers, flattening as the Mach number increased. For 3D compress-
ible magnetohydrodynamical simulations of turbulence Kowal
et al. (2007) found that the energy spectrum of density fluctuations
with subsonic turbulence is consistent with −7/3 for strong mag-
netic fields and the Kolmogorov index of −5/3 for weak magnetic
fields. For supersonic turbulence the density spectrum flattens, like
the hydrodynamic simulations.

In this paper we use deep X-ray observations of a nearby
(z = 0.0172) galaxy cluster AWM 7 to look for fluctuations in
surface brightness which can indicate the degree of gas mo-
tions or turbulence. AWM 7 is an X-ray bright (F2−10 keV ∼ 9×
10−11 erg cm−2 s−1 ; Edge et al. 1992) poor cluster of galaxies lo-
cated close to the edge of the Perseus galaxy cluster. The X-ray
surface brightness is elongated along the east-west direction in the
same direction as the Perseus-Pisces chain of galaxies (Neumann
& Böhringer 1995). This is claimed to be caused by the infall of
material along that direction rather than tidal effects. There is evi-
dence for a clump of galaxies to the east of the cluster (Beers et al.
1995). The central dominant galaxy and central X-ray peak is offset
30 kpc to the west of the centre of the larger scale emission and the
galaxy is aligned close to perpendicularly to the X-ray emission
(Neumann & Böhringer 1995). The redshift of the central galaxy
agrees with the cluster redshift and the cluster has a velocity dis-
persion of ∼ 730 km s−1 (Koranyi & Geller 2000). No significant
velocity substructure is found (Koranyi & Geller 2002).

Observatory Observation Date Exposure (ks)

Chandra 11717 2009-11-01 39.6
Chandra 12016 2009-11-03 22.3
Chandra 12017 2009-11-05 45.1
Chandra 12018 2009-11-06 26.8
XMM-Newton 0135950301 2003-02-02 31.6
XMM-Newton 0605540101 2009-08-16 126

Table 1. X-ray observations examined in this paper. Shown are the obser-
vatory, observation identifier, date of observation and exposure time. The
exposure time shown is the full exposure for Chandra as all the data were
used. For XMM the exposure is the average cleaned MOS exposure time.

Sato et al. (2008) found no evidence for bulk motions greater
than the sound speed ∼ 1000 km s−1 , using the Suzaku observa-
tory. They found that the ICM temperature declines from a peak of
3.85 keV to 3.35 keV at 500 kpc. The cluster has a steeply peaked
surface brightness profile, from which would be inferred a cooling
rate of 20–35 M� yr−1 in the absence of heating (Peres et al. 1998;
Neumann & Böhringer 1995), and a cool 2 keV core (Furusho et al.
2003). The central mean radiative cooling time is short at 0.4 Gyr
(Cavagnolo et al. 2009).

In this paper we restrict ourselves to an analysis of the sur-
face brightness of the galaxy cluster AWM 7, leaving a spectral
analysis to a future work. We assume, unless stated otherwise, that
H0 = 70 km s−1 Mpc−1. At a redshift of 0.0172, 1 arcsec on the
sky corresponds to 0.351 kpc.

2 OBSERVATIONS

2.1 Processing datasets

The galaxy cluster AWM 7 has been observed by both Chandra and
XMM-Newton. Table 1 shows the observations we analyse in this
paper. The Chandra observations were taken using the ACIS-I de-
tector. All of the Chandra observations use the same aim-point. The
XMM-Newton observations included the EPIC-MOS and PN detec-
tors and the RGS instruments. We will mostly examine the Chandra
data of the object in this paper, but also include the XMM EPIC-
MOS data for confirmation. Although the EPIC-PN data could be
used, the detector has numerous large chip gaps and a higher back-
ground than the MOS detectors, which make it more difficult to
interpret.

We processed each set of data using standard software pack-
ages. The Chandra data were processed using the CIAO tool
ACIS PROCESS EVENTS, using very faint mode grade rejection to
reduce the background. The entire field of view of the ACIS-I de-
tector was filled by the cluster and no additional front-illuminated
CCDs were enabled. We therefore extracted lightcurves to check
for flares from the edge of the ACIS-I array, as far as possible from
the core of the cluster. We examined lightcurves in different energy
filters (0.5–12, 0.5–2 and 2–12 keV) by eye, finding no evidence for
any flaring. The different observations had consistent count rates.
We therefore did not filter the Chandra datasets for flaring. Each
event file was reprojected so that the physical coordinates matched
the 12017 observation.

The XMM-Newton data were processed with SAS pipeline EM-
CHAIN. We filtered flares in the data using the lightcurve in the 10
to 15 keV band for events with a pattern of zero. Periods above 0.35
count per second were excluded for the MOS detectors. The coor-
dinate system for dataset 0135950301 was reprojected to match the
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Observatory Observations

Chandra acis0iD2005-09-01bkgrnd ctiN0001.fits
acis1iD2005-09-01bkgrnd ctiN0001A.fits
acis2iD2005-09-01bkgrnd ctiN0001.fits
acis3iD2005-09-01bkgrnd ctiN0001.fits

XMM-Newton 1468 0504102401 MOS1 (-4), MOS2 (-5)
1500 0511011001 MOS1, MOS2 (-5)
1512 0505480701 MOS1 (-4), MOS2 (-5)
1548 0556200201 MOS1, MOS2
1569 0553912001 MOS1 (-4), MOS2
1587 0556214601 MOS1, MOS2
1595 0551270201 MOS1
1607 0510780201 MOS1 (-5), MOS2 (-5)
1796 0510780401 MOS1 (-5), MOS2 (-5)
1844 0604890201 MOS1 (-4), MOS2
1935 0653870701 MOS1 (-4), MOS2 (-5)
2027 0412580701 MOS1, MOS2

Table 2. Background datasets used in this analysis. The Chandra data are
standard blank-sky backgrounds identified using ACIS BKGRND LOOKUP.
The XMM-Newton observations are closed-shutter particle background
observations taken from http://xmm.vilspa.esa.es/external/xmm_

sw_cal/background/filter_closed/. Shown are which MOS detec-
tor datasets were taken from each observation. In brackets are listed the
excluded anomalous-state CCDs.

observation 0605540101. We used events with pattern values of 12
or less for the MOS detectors.

Point sources in the data were excluded from the data by
eye. We examined the 0.5–2, 2–7 and 0.5–7 keV bands for point
sources. We applied smoothing to identify fainter point sources,
using smoothing scales of 6 and 8 arcsec. The excluded sources are
shown as grey circles in Figure 1.

2.2 Background data

In order to get a good measurement of the surface brightness back-
ground subtraction can be important. For the Chandra data we used
blank-sky background files (listed in Table 2). We combined the
four background event files for the individual CCDs, reprojecting
them to match the aspect of the observations. By adjusting the back-
ground exposure time, we normalised the count rate in the 10 to 12
keV band to match the observations.

The standard background files subtracted too much from the
data however, leaving clear residuals. This was most apparent in
the source-free 9 to 12 keV band. We found that the residuals were
due to a mismatch between the bad pixels in the background and
observation datasets. The bad pixel maps of the observations con-
tained several more rows of bad pixels than were excluded from
the standard backgrounds. To fix this, we created a list of the bad
detector pixels which were common to the AWM 7 observations.
We rejected any events in the background event files which had de-
tector pixel coordinates in this list. After this filtering, in the high
energy band there was a close match between the data and back-
ground files as expected.

The background subtraction of the Chandra data is not a crit-
ical part of the analysis, however. If no background subtraction is
done, the features seen in surface brightness images do not change.
In addition the spectra of fluctuation signal as a function of length
scale (Section 4.4) do not change significantly. The use of blank
sky backgrounds is not strictly correct, however, as AWM 7 lies in
a region of low galactic latitude. The soft part of the background

3 arcmin (63 kpc)

Chandra ACIS-I

XMM EPIC-MOS

Figure 1. XMM EPIC-MOS and Chandra background-subtracted and
exposure-corrected images of the cluster in the 0.6 to 5 keV band. The XMM
data have a binning of 1.25 arcsec per pixel and the Chandra 1.968 arcsec.
The data were smoothed by Gaussians of σ = 2 and 1 pixels, for XMM
and Chandra, respectively. Excluded point sources and regions are shown
in grey.

spectrum, particularly after the high energy count rate renormalisa-
tion, may be incorrect. Fortunately AWM 7 is a rather bright object.
The 3.5 to 7.5 keV we examine later is the most sensitive to the
background, but in this case it is dominated by particle background
which we correctly subtract.

For the XMM-Newton data, which we examine only qualita-
tively, we subtracted the particle part of the background. We took
recent closed-shutter EPIC-MOS observations (Table 2), exclud-
ing CCDs which were in the anomalous state (Kuntz & Snowden
2008). We filtered these data in the same way as the main obser-
vations and reprojected them to match the 0605540101 observa-
tion. A copy of this background was then reprojected to match the
0135950301 observation. We normalised the exposure of the back-
ground data in each CCD to match each observation count rate in
the 9 to 12 keV band. We combined images of these background
files in the same proportion as the 0135950301 and 0605540101
exposure times. We concentrate on the central MOS CCDs which
are not affected by the anomalous state.
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3 IMAGES

Fig. 1 shows the combined background-subtracted and exposure-
corrected images of the cluster using the XMM EPIC-MOS (top
panel) and Chandra data (bottom panel) in the 0.6 to 5 keV band.
There are 6.9× 105 events in this energy range in the central 3.5
arcmin radius in the Chandra data and 1.3× 106 in XMM EPIC-
MOS. For the Chandra data we exposure-correct using exposure
maps weighted in energy using a 3.75 keV APEC 0.5 Z� spectral
model (Smith et al. 2001), with an appropriate redshift and Galactic
absorption. For XMM-Newton we produce exposure maps in the
range of 0.8 to 1.6 keV around the Fe-L peak.

As can be seen in these images, the cluster has a smooth sur-
face brightness profile. There is, however, structure within 1 ar-
cmin radius of the central nucleus and there is a jump in the surface
brightness profile around 3 arcmin to the west of the nucleus. This
western edge can be seen in unsharp-masked images of the clus-
ter in this band (Fig. 2 left panels; marked as Edge) and may be a
poorly defined cold front.

To understand the effect of turbulence and gas motions, we
would ideally want to study the 3D distribution of properties of
the ICM, including the velocity, pressure, density, temperature and
metallicity. Unfortunately these quantities are difficult to measure.
The most accessible quantity is the X-ray surface brightness. The
bolometric surface brightness closely probes the square of the den-
sity, integrated along the line of sight.

The energy band used is sensitive to different plasma prop-
erties, however. The 3.5 to 7.5 keV energy band can be used to
examine variations in the integral of pressure-squared along the
line of sight for temperatures between 1 and 3 keV (Forman et al.
2007). In Fig. 3 we show the temperature dependence of the sur-
face brightness in this hard band and in a wider 0.6 to 5 keV
band, at constant density and at constant pressure. For this simula-
tion we used a Galactic column density of 1021 cm−2 and the red-
shift of AWM 7. Typical temperatures in AWM 7 are ∼ 3.75 keV,
so the 3.5 to 7.5 keV energy band is not purely sensitive to the
pressure-squared and has some temperature dependence. It is a bet-
ter pressure-squared proxy than the 0.6 to 5 keV band. The 0.6
to 5 keV band has very little temperature dependence at constant
density and is a good proxy for the integral of the density-squared
along the line of sight.

We show in Fig. 2 (right panels) an unsharp-masked image in
the 3.5 to 7.5 keV band, with the same smoothing parameters as
for the 0.6 to 5 keV images in the left panels. The signal to noise
ratio is lower in this image and we do not clearly see the edge that
is apparent in the 0.6 to 5 keV unsharp-masked image. This may
be because this band is more pressure sensitive and features are
contact discontinuities, or that the signal to noise ratio is lower.

4 FLUCTUATIONS IN SURFACE BRIGHTNESS

We would like to remove the large scale cluster structure to exam-
ine the surface brightness variation on smaller scales. As the clus-
ter is rather smooth and free of substructure, we model it by fitting
ellipses to contours of surface brightness, spaced logarithmically.
Model values for each pixel are calculated by linearly interpolat-
ing in logarithmic space the surface brightness between the two
neighbouring ellipses. We mask out point sources and excluded sky
regions in both the real and model images. We call the ellipse fit-
ting and interpolation model ELFIT for the purposes of this paper.
The ELFIT model removes both azimuthally symmetric emission

RA Dec Radius Radius Angle < r >

43.614 41.579 13 17 103.3 3.7
43.613 41.577 35 47 81.2 10.9
43.614 41.578 70 95 81.2 22.6
43.622 41.578 121 181 91.8 43.4
43.633 41.578 186 274 84.8 71.2
43.635 41.579 267 376 82.1 99.3
43.628 41.578 356 484 81.8 129
43.629 41.575 447 612 86.5 162
43.577 41.431 951 1144 40.6 189

Table 3. Centres (J2000), radii (arcsec) and angles (deg) of the ellipses
used for examining surface brightness distributions. We also show the mean
radius in kpc from the cluster centre of the pixels between the ellipse and
the ellipse interior to it (if any).

and edge features, such as cold fronts, making it ideal to model the
more subtle differences due to turbulent motions. In the 0.6 to 5
keV band we fit 20 ellipses and 10 in the 3.5 to 7.5 keV band.

To construct a simulated image of the cluster, we take the
smooth ELFIT model of the cluster, multiply by the exposure map
of the real observation, add a background component and then
make a Poisson realisation. This model dataset can be compared
to the observed surface-brightness by background-subtracting and
exposure-correcting. We can include fluctuations in the ELFIT
model to see how detectable they are. Fig. 4 shows the real
background-subtracted, exposure-corrected 0.6 to 5 keV and a sim-
ulated image of the cluster without any additional fluctuations. The
ELFIT model does a good job at reproducing the overall surface
brightness distribution. In our images we use a binning of four
Chandra detector pixels (1.968 arcsec) per image pixel.

In Section 4.2 we will examine histograms of the surface
brightness of the cluster as a function of radius. To do this we di-
vide the cluster into regions using ellipses fitted to contours in sur-
face brightness. The contours are placed logarithmically in surface
brightness in the 0.5 to 7 keV band. They are shown in Fig. 4 and
their properties are listed in Table 3.

4.1 Fluctuation images

Images of the model ELFIT surface brightness can be compared to
the real surface brightness in detail. We smooth both the real data
and the model with a Gaussian of σ = 8 pixels (15.7 arcsec), and
then compute the fractional difference between the smoothed data
and smoothed model. We also make a simulated dataset using the
ELFIT model and compute the fractional difference between this
simulation and the model. Fig. 5 shows the fractional differences in
the 0.6 to 5 keV band of the real data (top-left panel) and simulated
data to the model (bottom-left panel). There are features in the real
data which are not visible in the simulated dataset. The most easily
seen features are the apparent radial depressions from the south
east of the image to the centre, and from the south-south-east to the
centre.

The 3.5 to 7.5 keV band is sensitive to the pressure-squared.
Fig. 5 (top-right panel) shows the fractional residuals between the
real data and its ELFIT model, smoothing both by a Gaussian of
the same size as was used for 0.6 to 5 keV. We also plot the frac-
tional differences between a realisation of this model and itself in
the lower-right panel. These data are much noisier than the 0.6 to
5 keV band, due to the lower number of counts and the higher level
of background. Many of the features appear to match the wider
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-0.1 -0.06 -0.02 0.02 0.06 0.1

Chandra, 0.6 to 5 keV

Core

Edge

3 arcmin

XMM-MOS, 0.6 to 5 keV

-0.2 -0.12 -0.04 0.04 0.12 0.2

XMM-MOS, 3.5 to 7.5 keV

Chandra, 3.5 to 7.5 keV

Figure 2. Unsharp-masked images of the cluster, in the density-sensitive 0.6–5 keV (left panels) and pressure-sensitive 3.5–7.5 keV bands (right panels). The
top panels show the fractional difference between XMM EPIC-MOS data smoothed by Gaussians with σ = 4 and 32 1.25 arcsec pixels. The bottom panels
show the results for Chandra, showing the fractional difference between images smoothed by Gaussians of 3 and 20 1.968 arcsec pixels. The bright central
region is the central core which is saturated above the range shown.

band data, however, in particular the troughs in surface brightness
in the south. The strength of the variations also appears to match
the 0.6 to 5 keV band and is larger than the variations in the simu-
lated data. It should be noted, however, that the two bands are not
completely independent, although the wider band is dominated by
softer emission.

We can also examine the XMM-Newton data to check that
the deviations are not instrument-dependent. In Fig. 1 we showed
the XMM EPIC-MOS combined background-subtracted, exposure-
corrected image of the cluster. We similarly model the MOS image
of the cluster with a 20 ellipse ELFIT model. Fig. 6 shows the frac-
tional residuals of the data to the model surface brightness, after
smoothing both by a Gaussian of 15 arcsec (12 pixels). It can be
seen that the Chandra and XMM residuals match each other well,

showing that many of the features are real deviations. The magni-
tude of the depressions to the south is around 4 per cent.

4.2 Pixel distribution histograms

A more quantitative measure of the structure in the surface bright-
ness images can be made by examining the distribution of surface
brightness as a function of radius. We investigate the distribution in-
side the ellipses listed in Table 3 (shown in Fig. 4). We smooth the
data and ELFIT model with a Gaussian and compute a histogram
of the fractional difference inside four neighbouring pairs of the el-
lipses. Point sources and regions outside that examined shown were
filled with zero values before the smoothing. We investigated two
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Figure 3. Variation in surface brightness as a function of temperature at
constant density or pressure (similar to Figure 1 in Forman et al. 2007).
The surface brightness in two bands, 0.6 to 5 keV and 3.5 to 7 keV are
shown. The lines have arbitrary normalization. We also show the range of
projected temperature in the region examined by our observations outside
of the central core.

different Gaussian sizes, σ = 2.8 and 5.6 kpc, sensitive to fluctua-
tions on these scales.

The fractional difference histograms relative to the ELFIT
model are shown in Fig. 7. The rows show the results in ellipses
increasing in radius and the columns show the effect of smoothing
with two different Gaussian widths. The solid red line in each plot
shows the surface brightness deviations of the real data relative to
the ELFIT model. The dotted line and its blue surrounding shaded
region shows the mean and standard deviation of 10 realisations of
the ELFIT model to itself. The real data appear to have substan-
tially wider distributions of pixel values than these model results.
This difference is more apparent as more smoothing is applied.

The dashed line and green shaded region shows the mean
and standard deviation of 10 realisations of the ELFIT model with
Gaussian fluctuations added, relative to the ELFIT model. We gen-
erated the Gaussian fluctuations by convolving an image where the
pixels were normally distributed, by a Gaussian of the size given,
and scaling the size of the resulting fluctuations to have the correct
standard deviation. The magnitude of these fluctuations is chosen
to have a standard deviation of the model pixel values of 4 per cent.
These distributions better reproduce the width of the data distribu-
tions, but the match is not exact. If the surface brightness fluctua-
tions are of the order of 4 per cent, these correspond to 2 per cent
fluctuations in projected density.

We show the distributions for the 3.5 to 7.5 keV band in Fig. 8.
The differences between the smooth model and data are less appar-
ent in this band, except when going to larger radii and applying
more smoothing. In this plot we also display the results for a model
with Gaussian fluctuations at the 8 per cent level, instead of 4 per
cent.

The additional width of the distributions compared to the
model confirm the fact that the maps appear to have additional fluc-
tuations in the image above that expected from Poisson noise.

4.3 Cluster surface brightness modelling

The fluctuations presented above were revealed by the subtraction
of an ELFIT cluster model. One potential problem with this ap-

1e-08 1.89e-08 5.46e-08 1.97e-07 7.66e-07 3e-06

0.6 to 5 keV
Simulated

0.6 to 5 keV

Real

100 kpc (4.7 arcmin)

Figure 4. Real and simulated background-subtracted, exposure-corrected
images of the cluster in the 0.6 to 5 keV band. The simulated data are a
realisation of the ellipse fitting ELFIT model. The images have 1.968 arcsec
binning and are smoothed by a Gaussian of σ = 2 pixels. The ellipses shown
are fitted to the surface brightness and listed in Table 3.

proach is that we could be subtracting real signal from the data
by including it in the model. The ELFIT model is good at remov-
ing features such as edges, which typically follow surface bright-
ness contours. The method also removes shifts in the centres of
isophotes as a function of radius or isophotal twists.

In Fig. 9 is shown adaptively smoothed Chandra images of
the cluster in the 0.6 to 5 keV band using the accumulative smooth-
ing algorithm described in Sanders (2006). These images were pro-
duced using a variable-sized top-hat kernel with a radius chosen to
include at least 225 counts at each position. Plotted in each image
we display the jagged logarithmic-spaced surface brightness con-
tours.
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-0.08 -0.048 -0.016 0.016 0.048 0.08

0.6 to 5 keV

Simulated

100 kpc (4.7 arcmin)

0.6 to 5 keV

RealDepressions

-0.2 -0.12 -0.04 0.04 0.12 0.2

100 kpc (4.7 arcmin)

3.5 to 7.5 keV

Real

Simulated
3.5 to 7.5 keV

Figure 5. Fractional residuals between the Chandra data and the smooth ELFIT model, after smoothing both images with a Gaussian of σ = 8 pixels. The top
panels show the results for the real data, whilst the bottom panels show the same analysis for a cluster simulated from the model. The left two panels show the
residuals for the density-sensitive 0.6 to 5 keV band and the right two panels show the pressure-sensitive 3.5 to 7.5 keV range.

In the top panel of Fig. 9, we also show the contours of an
elliptical β model fitted to the surface brightness This model was
fitted to the raw data using the CIAO SHERPA package, minimising
the ‘cstat’ statistic, which takes account of the Poisson distribution
of the counts. We excluded the central arcminute of the cluster from
the fit (shown as a bold circle). The β model was allowed to have
a variable ellipticity, centre, core radius and index. The functional
form of the surface brightness model used was

S(x,y) = S(r) = S0(1+[r/r0]
2)−α (1)

for power law index α and core radius r0, using

r(x,y) = [x2
2(1− ε)2 + y2

2]
1/2/(1− ε), (2)

where ε is the ellipticity,

x2 = (x− x0) cosθ +(y− y0) sinθ ,and (3)

y2 = (y− y0) cosθ − (x− x0) sinθ , (4)

where θ is the angle of ellipticity and (x0,y0) are the coordinates
of the centre.

The model is a reasonable fit to the surface brightness on
larger scales (i.e. there is a close match between the contours of the
data and model), but there are quite large offsets around the core
of the cluster between the model and data, particularly to the west
of the core and a depression beyond that. These residuals can be
seen in the fractional difference between the adaptively smoothed
data and the model (Fig. 10, top panel). As noted by Neumann &
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-0.1 -0.06 -0.02 0.02 0.06 0.1

XMM

Chandra

3 arcmin

Figure 6. Fractional differences of the Chandra and XMM EPIC-
MOS background-subtracted, exposure-corrected images to their respective
ELFIT models in the 0.6 to 5 keV band. The data and models have been
smoothed by 8 and 12 pixels, for Chandra and XMM, respectively. The
black circle marks the X-ray peak of the cluster.

Böhringer (1995), the central X-ray peak is offset from the outer
parts of the cluster.

In the second panel of Fig. 9, we show contours from a two-
component β model fit to the surface brightness. In this fit we did
not exclude the central core. Each β component was allowed to
have free centre, core radius, index and ellipticity during the fitting.
The two-component model is a better fit to the data than the single-
component model, although there are discrepancies, particularly
around 3 arcmin north of the core and 5 arcmin to the west. The
residuals, shown in Fig. 10, are smaller than the single-component
β model, but have a similar morphology.

The bottom two panels of Fig. 9 show the comparison between
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Figure 7. Distribution of surface brightness in the 0.6 to 5 keV band in
different regions relative to the ELFIT model, after smoothing. The rows
show the results between four pairs of ellipses, with increasing radius. The
columns show the results after smoothing with Gaussians with σ = 4 and
8 pixels (2.8 and 5.5 kpc). In each panel, the thick solid red line shows the
real data. The dotted line and its surrounding blue shaded region shows the
mean and standard deviation for realisations of the smooth ELFIT model
itself. The dashed line and its green shaded area shows the distribution for
realisations of the ELFIT model plus Gaussian fluctuations of 4 pixel scale
and a level of 4 per cent.

ELFIT models using 10 and 20 ellipses. These models are better fits
than the β models, as expected if the isophotes are approximately
elliptical. The residuals on larger scales, shown in Fig. 10, are sub-
stantially reduced from the β model fits. The 20 ellipse model is
better at fitting the edge an arcmin to the east of the core than the
10 ellipse model.

The residuals in Fig. 10 for the β model fits do not resem-
ble the structures expected in the presence of simple hydrodynamic
turbulence (see Section 5).

4.4 Spectra of fluctuations

It is useful to characterise the scale on which any fluctuations oc-
cur. The ∆-variance method (Stutzki et al. 1998) measures the vari-
ance in a two-dimensional image on a specific length scale. The
technique was recently used to examine X-ray observations of the
Coma cluster (Churazov et al. 2011). In its simplest form it works
by filtering an image with a wavelet Mexican or French hat func-
tion with a particular size and computing the variance of the pixels.
Pixels outside of the region of interest can be easily excluded in the
analysis by the use of a weighting map. The weighting map is also
convolved by the same function to allow the effect of any edges to
be removed.
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Figure 8. Distribution of surface brightness in the 3.5 to 7.5 keV band in
different regions relative to the ELFIT model, plotted in the same way as
Fig. 7. The dashed line and shaded regions in this plot show a model with
Gaussian fluctuations of 4 pixel scale and a level of 8 per cent added.

We compare the ∆-variance spectra with spectra of cluster
models, where we add different levels of fluctuations. We use two
different types of fluctuation field. The first fluctuation type is sim-
ple Gaussian fluctuations on the projected surface brightness. These
are characterised by a Gaussian length scale, σ , and the standard
deviation of the fluctuation field, expressed as a percentage on the
underlying cluster surface brightness (generated using the method
described in Section 4.2).

The second type of fluctuation model we use is generated us-
ing a powerlaw power spectrum. To make the power spectrum fluc-
tuation models, we used an inverse fast Fourier transform of a 3D
cube where each pixel was scaled by the power spectrum, but with a
normal distribution of the real and imaginary components. We used
a cube size of 700 pixels along each axis, which was larger in each
dimension than the Chandra image of the cluster. We took the real
component of the pixels after the inverse transform, scaling them so
that the standard deviation of the fluctuations was of the magnitude
required (the values of such a field have a Gaussian distribution).
Parseval’s theorem says that the variance of the pixel distribution
should be equal to area under the power spectrum. Fig. 11 (top
panel) shows a slice through an example 3D field after normalising
it to have a standard deviation of 1.

We examine models with power spectral indices of−11/3 and
−13/3 in 3D. We compare the −11/3 models with the density-
squared-sensitive 0.6 to 5 keV band and the −13/3 models with
the pressure-squared-sensitive 3.5 to 7.5 keV band. We truncated
the power spectrum to zero on scales of larger than 150 kpc.

To compute the projected model we project the 3D field using
a deprojected cluster emissivity model of the galaxy cluster. We

1.6e-8 2.79e-08 7.68e-08 2.72e-07 1.05e-06 4.1e-6

20 ELFIT

10 ELFIT

2 x beta

3 arcmin

beta

Figure 9. Adaptively-smoothed exposure-corrected Chandra image in the
0.6 to 5 keV band. Contours of surface brightness are plotted (20 logarith-
mic contours from 1.2×10−8 to 3×10−6, appearing ragged). The smooth
contours are of a fit using a β model excluding the core (first row), a double-
β model including the core (second row), and 10 and 20 ellipse ELFIT
models (third and fourth rows, respectively).
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-0.3 -0.18 -0.06 0.06 0.18 0.3

2 x beta

10 ELFIT

20 ELFIT

3 arcmin

beta

Figure 10. Fractional residuals between adaptively smoothed data and mod-
els, for the models shown in Fig. 9.

-2.5 -1.5 -0.5 0.5 1.5 2.5

3 arcmin

Integrated -13/3 field, with cutoff

Integrated -11/3 field, with cutoff

Integrated -11/3 field, without cutoff

field, with cutoff
Slice of -11/3

Figure 11. (Top panel) 2D slice through a 3D random field with a power
spectral index of −11/3. We removed power on scales of larger than
150 kpc. This field has a standard deviation of 1 in 3D. (Centre top panel)
The same field, after integrating along the line of sight, taking account of
the cluster emissivity profile. (Centre bottom panel) A field with a power
spectral index of −13/3 integrated along the line of sight. (Bottom panel)
A field with a power spectral index of −11/3, with no large scale cut-off,
integrated along the line of sight.

take the average 2D surface brightness profile of the cluster from
the Chandra image in the 0.5 to 7 keV band and deproject it assum-
ing spherical symmetry to compute the emissivity. We integrate the
3D fluctuation field along a line of sight when it is applied to the
3D emissivity model. Expressed mathematically, this is

S(x,y) =
∫
[1+ εF(x,y,z)]E(x,y,z)dz, (5)
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where S(x,y) is the surface brightness on the sky at position x,y,
E(x,y,z) is the cluster emissivity model, F(x,y,z) is the fluctuation
field normalised to have a standard deviation of 1 and ε is the size
of the fluctuations required, expressed as a percentage. The fluc-
tuations produced by the projection are shown in Fig. 11 (centre
top panel). For a particular value of ε , the area under the power
spectrum is ε2.

We also show an example field in the centre-bottom panel of
Fig. 11 with a powerlaw power spectral index of −13/3, which is
more appropriate for the pressure of turbulent material. This field
includes the same large scale cut-off. In bottom panel we show the
effect of removing the large scale cut-off. Large regions of the im-
age are reduced or enhanced retaining these scales.

If the power spectrum follows a powerlaw,

P(|k|) ∝ |k|−ξ , (6)

the ∆-variance should also also give a powerlaw behaviour, where

σ
2
∆ ∝ Lξ−2, (7)

for length scale L, if 0≤ ξ < 6 (Stutzki et al. 1998). Note that this
is not realised in practice here because the ELFIT cluster model we
later subtract from the data removes some larger scale power. We
use the method with a Mexican hat filter with a ratio of the sizes
of the core and annulus of 1.5 (Ossenkopf et al. 2008). With this
kernel, the probed scale is a factor of 1.075 larger than the size of
the kernel. We multiply the kernel size by this factor when plotting
∆-variance spectra.

In the top-panel of Fig. 12 we show the ∆-variance spectrum
of the exposure-corrected 0.6 to 5 keV data in the 1 to 6.7 ar-
cmin radial region. On this and our other ∆-variance spectra the
units are (photoncm−2 s−1)2. On short length scales the signal is
dominated by the Poisson noise and on long scales by the overall
morphology of the cluster. In Fig. 12 we also plot the spectra of
simulated cluster images using the 20 ellipse ELFIT model, with
different levels of fluctuations added. For each model we show the
mean spectrum for 10 realisations of the model. The shaded regions
around each line shows the standard deviation of the models. The
region indicated ‘smooth model’ is the elliptical model realisation
without additional structure. The Gaussian models add projected
fluctuations with a standard deviation of 8 per cent to the smooth
model, on scales of 2.8 and 5.5 kpc. The powerlaw models show
the smooth model with −11/3 power spectral index fluctuations of
the standard deviation shown in 3D. The models show increasing
amounts of signal on long length scales, as the standard deviation
is increased, as would be expected. The smooth model spectrum
is slightly larger than the data on long length scales. This is more
easily seen when subtracting the smooth model spectrum from the
data and other models, seen in the second panel. Subtracting the
smooth model removes most of the effect of the cluster shape and
the Poisson noise.

In the third panel of Fig. 12 we show the effect of removing
the 150 kpc cut-off in the model power spectra. With this cut-off
removed, the fluctuations in the models are both positive and neg-
ative. This is because the large scale fluctuations on long length
scales depress or enhance the surface brightness in the region ex-
amined. This negative fluctuation distribution can still be seen in
the models with the cut-off in the second panel. The bottom panel
shows the effect of modelling the cluster with a double-β model fit
instead of the ELFIT model. The data show more structure on large
scales than this model (as seen in Fig. 10).
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Figure 12. (Top panel) ∆-variance spectra of the 0.6 to 5 keV cluster data
and ELFIT-based model realisations, between 1 to 6.7 arcmin radius. The
units of the ∆-variance spectra are (photoncm−2 s−1)2. The different lines
show models with either added Gaussian projected fluctuations, or noise
with a powerlaw spectral index of −11/3. (Second panel) Spectra after
subtracting the spectrum of the smooth model. (Third panel) Comparison
with models where we do not cut off the power spectrum on long length
scales. (Bottom panel) Results calculated using a 2×β model rather than
the ellipse model for modelling the cluster surface brightness.

4.5 Spectra after subtraction of smooth cluster model

We can learn more by removing the dominant contribution on large
scales, by subtracting a smooth cluster model before calculating the
∆-variance spectra. Some care must be taken when doing this be-
cause the smooth model is based on a fit to the data. We should treat
a smooth model with fluctuations added in the same way as the data
when comparing their spectra. To do this, for each realisation of a
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Figure 13. ∆-variance spectra of the data and simulated images with in-
creasing levels of powerlaw spectral fluctuations added. The plot shows the
0.6 to 5 keV band and 1 to 6.7 arcmin radial regions. The smooth ELFIT
model was subtracted from the images before computation of the spectra.
Poisson noise in the spectra was removed by subtracting the mean spectrum
of ELFIT model realisations. The grey shaded region shows the standard
deviation of the subtracted model. The red line shows the spectrum of the
data. The blue, pink, yellow and green curves show, respectively, the spectra
of model clusters with 4, 8, 16 and 32 per cent, −11/3 index power spectra
emissivity fluctuations added.

model with fluctuations added, we refit the realised model in the
same way as the data, before subtraction of that fitted model. With
this method, if the fitted model subtracts away real signal from the
data, we will also do it for the simulated model, making comparison
of the spectra valid.

We show the ∆-variance spectra of the data and simulated clus-
ters with added powerlaw power spectrum fluctuations in Fig. 13,
examining the 0.6 to 5 keV band image between 1 and 6.7 arcmin
radius. After the ELFIT subtraction, it is much easier to differenti-
ate the different models. In this graph we plot the spectra logarith-
mically, as the error bounds of the signals are positive. The shaded
grey region at the bottom of the plot shows the standard deviation
of the spectra of 10 different ELFIT model realisations. This region
is the minimum uncertainty on the spectra and shows the region be-
low which signals become statistically insignificant. The red line is
the spectrum of the data and the shaded red region is the standard
deviation on the smooth model realisation results, used as an esti-
mate of the data spectrum uncertainty.

On this plot we include the spectra for realisations of ELFIT
models with added powerlaw power spectral fluctuations using a
standard Kolmogorov index of −11/3. We show the model spectra
with normalisations of 4, 8, 16 and 32 per cent (shown in blue, pink,
yellow and green, respectively). The normalisations were defined
previously to be the standard deviation on the emissivity fluctuation
distribution.

It can be see that the fluctuations in the data are detected on
scales above 5 kpc. The data spectrum does not closely match any
of the model spectra, but is most similar to the model with 8 per
cent fluctuations (shown in pink). The shape of the data spectrum
is also rather flat or even negative. If the data were characterised
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Figure 14. Data spectrum from Fig. 13, plotting additional models. The
expected spectrum of −11/3 fluctuations is shown as a solid line. Note
that the expected spectrum is not achieved for the model spectra because
the subtraction of the fitted model of the cluster cuts off the spectra on
long scales. Also shown in cyan is the spectrum of an ELFIT model with
Gaussian fluctuations at the 2 per cent level on scales of 5.5 kpc. The spectra
of −11/3 powerlaw power spectral models with and without the cut-off on
large scales, with 16 per cent fluctuations, are shown in yellow and purple,
respectively. The spectra of 32 per cent fluctuation models with −11/3 and
−13/3 spectral indicies, are plotted in green and orange, respectively.

by a power spectral slope, it would be much flatter at around −1.9,
plotting Equation 7, rather than −11/3∼−3.7.

In Fig. 14 we show the data spectrum with different spectral
models to show the effect of various factors. We show 32 per cent
fluctuation models with power spectral indices of −11/3 (green)
and −13/3 (orange). Over the central ranges of length scale these
models can be clearly distinguished. The solid line in the plot shows
the expected spectrum for−11/3 fluctuations using Equation 7. We
do not get the same slope as this line on large length scales because
the ELFIT models removes some of the fluctuations on these scales.
We also plot a 16 per cent fluctuation model, but show the effect
of including (yellow) and removing (purple) the cut-off on larger
scales in the power spectrum. Without the cut-off the distribution
the distribution of the spectra for the models becomes wider, as dis-
cussed in Section 4.4. By removing the signal above 150 kpc, we
boost the signal below these length scales when normalised to the
same standard deviation. Finally, we show the non-physical Gaus-
sian fluctuation model (cyan). It gives a similar signal to the data,
but has less power on long length scales.

If we examine the 3.5 to 7.5 keV data for the same spatial
region, we obtain the spectra in Fig. 15. In this plot we show the
results with powerlaw spectral model fluctuations using the index
of −13/3 instead of −11/3. The results show little evidence of a
signal above the standard deviation of the smooth model results, de-
spite the features seen in Fig. 5. The results appear consistent with
below 8 per cent emissivity fluctuations however. The spectrum is
below the upper bounds of the 4 and 8 per cent models.

c© 0000 RAS, MNRAS 000, 000–000



X-ray surface brightness fluctuations in AWM 7 13

3.5 to 7.5 keV

Length (kpc)
105 20 50

 σ
 2 Δ

 - 
 σ

 2 Δ
 (s

m
oo

th
)

10−20

10−19

10−18

10−17
Smooth model
Data
P(|k|) ∝ |k|-13/3

Gaussian (5.5kpc, 8%)
Powerlaw (4%, -13/3)

Powerlaw (8%, -13/3)
Powerlaw (16%, -13/3)
Powerlaw (32%, -13/3)
Powerlaw (32%, -11/3)

Figure 15. ∆-variance spectra for the 3.5 to 7.5 keV band in the 1 to 6.7
arcmin radial region, of the data and model clusters after subtracting the
ELFIT model.

4.6 Spectra for different cluster models

We can compare how the choice of smooth model for the clus-
ter emission affects the ∆-variance spectrum. We can also exam-
ine whether the spectra are different between spatial regions or as
a function of radius. In Fig. 16 we show the spectra for the data
and simulated data with fluctuations after subtraction of the single
β model, a two-component β model and ELFIT models with 10
and 20 ellipses (shown in Fig. 9 and Fig. 10). Before computing
the spectra we again also fit the simulated model images with the
model before subtraction of that model to make a fair comparison
between the data and model. The results for different smooth mod-
els are shown by the rows in Fig. 16. We do the analysis for the
standard 1 to 6.7 arcmin radius region (21 to 141 kpc) in the first
column, the central 21 to 74 kpc (1 to 3.5 arcmin) in the central
column and the outer 74 to 141 kpc (3.5 to 6.7 arcmin) region in
the final column.

The choice of smooth model makes a large difference to the re-
sulting power spectra normalisation and shape. Using the β model
fit, the data have a ∆-variance spectrum similar to the model with
the −11/3 power spectrum fluctuations, but the normalisation is
around 32 per cent in the central region and 16 per cent in the outer
region. With the double-β model the normalisations are just above
16 and 8 per cent, respectively. With the 10 ELFIT model the clus-
ter shows a ∆-variance spectrum which is even lower still. The 20
ELFIT model produces normalisations which are around 8 per cent
(see Section 4.5), on long scales in both the inner and outer re-
gions. On shorter scales there is a peak of signal on scales of around
15 kpc in the outer region.

We can do a similar analysis in the 3.5 to 7.5 keV band
(Fig. 17). We use the same type of modelling as for the 0.6 to 5
keV band, except that the data are too poor to fit using the 20 el-
lipse model. Subtracting a β model fit, the data show similar spectra
to those of the −13/3 powerlaw fluctuations with normalisations
close to the wider energy band results, except in the outer region
where the normalisation is much lower. The double-β model re-
sults show power spectra which are only significant on large scales,

with values between the 8 and 16 per cent results. Using the ELFIT
ellipse fit, there is perhaps a peak in signal around 15 kpc in the
outer part of the cluster, but no evidence for the peak in the inner
part. There is little evidence for any significant additional fluctua-
tions in any part of the galaxy cluster in this band using the ellipse
model, despite being seen in Fig. 5.

5 DISCUSSION

The surface brightness image of the galaxy cluster appears remark-
ably smooth in images (Fig. 1). When examining the full band im-
age, unsharp masking reveals the bright core and an edge to the
north-west (Fig. 2). The X-ray emission is extended in the east-
west direction relative to the north-south axis and the central X-ray
peak is offset west from the larger scale emission (Neumann &
Böhringer 1995 and Fig. 9).

When subtracting the smooth ELFIT model fit from the 0.6
to 5 keV data (Fig. 5 top-left panel) there are linear residuals
which are not present in simulated realisations of the smooth model
(bottom-left panel). The magnitude of the residuals is around 4
per cent of the surface brightness. The strongest features are lin-
ear depressions towards the south-west and south-east radiating
from the centre. They are also confirmed in XMM-Newton EPIC-
MOS images (Fig. 6). These residuals are also present in the harder
pressure-sensitive 3.5 to 7.5 keV band (Fig. 5 top-right panel).

We show the distribution of surface brightness relative to the
ELFIT smooth model in Fig. 7 and Fig. 8. The data show a wider
distribution of pixel value than the ELFIT realisations in all four of
the elliptical regions shown, examined on scales of 4 and 8 pixels
(2.8 and 5.6 kpc, respectively). The data have a narrower distri-
bution than the ELFIT realisations with added projected Gaussian
fluctuations with a standard deviation of 4 per cent. The data his-
tograms are not completely consistent with a Gaussian shape, how-
ever, and are typically weighted towards small negative deviations
and counterbalancing large positive deviations.

The measured deviations are dependent on the surface bright-
ness model subtracted from the cluster image. We examined four
different models in Fig. 9 and Fig. 10 for the 0.6 to 5 keV band.
The single and two component elliptical β models are unable to
subtract the smooth cluster emission. The models cannot properly
account for the offset of the core, twisting isophotes and edges seen
in the residuals in Fig. 10. The residuals, however, do not look like
classical hydrodynamical turbulence (e.g. Fig. 11). The residuals
to the β model fits resemble cold fronts, which are contact dis-
continuities, seen in data and cluster simulations (e.g. Ascasibar &
Markevitch 2006). These features could be due to residual sloshing
of gas in the potential well. The ELFIT model with 10 ellipses is
also unable to properly model the sharp edge immediately east of
the cluster core and further out to the west.

The high level of fluctuations seen in the ∆-variance spectra of
the 0.6 to 5 keV band in the top three rows of Fig. 16 appears mostly
due to the large scale edges and offsets seen in Fig. 10. When these
features are subtracted by the 20 ELFIT model the ∆-variance spec-
tra are significantly reduced on large scales (see Fig. 13 or bottom
row of Fig. 16). If the subtraction of the ELFIT model removed
the turbulence-like powerlaw noise, we would be unable to differ-
entiate the models with varying amounts of fluctuations in Fig. 13.
This is because we apply the same model-fitting analysis to the sim-
ulated data as the real data. The ELFIT modelling removes contact-
discontinuities which would be invisible in a pressure map of the
cluster.
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Figure 16. ∆-variance spectra for the 0.6 to 5 keV band in the 1 to 6.7 arcmin radial region (left), 1 to 3.5 arcmin (centre) and 3.5 to 6.7 arcmin (right) regions,
after subtraction of the smooth model spectra. The rows show the result of subtracting different models for the cluster surface brightness. The top row is for a
β model fit to the surface brightness, outside 1 arcmin. The second row is for a 2 component β model, fitted to the whole Chandra region. The third and fourth
rows show the results using ELFIT models with 10 and 20 ellipses, respectively. Within each panel we show the spectra of the data (red), a model without any
fluctuations (grey), models with powerlaw power spectra with an index of −11/3 (dark blue, pink, yellow and green, with increasing normalisation).
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Figure 17. ∆-variance spectra in the 3.5 to 7.5 keV band, similarly to Fig. 16. We do not include the 20 ELFIT model as there are not enough data. The
powerlaw power spectrum models use a spectral index of −13/3, rather than −11/3.

We therefore detect fluctuations in the 0.6 to 5 keV data, but
the magnitude of these features is lower compared to many of our
models. The model with a spectrum nearest to the data on longer
scales has 3D emissivity deviations with an 8 per cent standard
deviation and a power spectrum index of -11/3. The shape of the
power spectrum from the data appears to be flatter, however, with
an index of between −5/3 and −6/3 at long scales. The amount of
power on small scales is smaller than the lowest powerlaw which
has 4 per cent fluctuations. There is a peak in the ∆-variance spec-
trum on scales of around 15 kpc. The shape of the data spectrum
is similar to the Gaussian projected fluctuation model, but is less
peaked. We note that when comparing the spectrum of the data with
the model spectra, that the model spectra are normalised on length
scales of zero to 150 kpc.

If we compare the spectra of the inner part of the cluster to the
outer part (centre and right panels of the bottom row of Fig. 16),
then the central region has a flatter spectrum than the outer re-

gion. Ignoring the high small scale power, the outer region roughly
follows the 8 per cent powerlaw power spectrum model. The cen-
tral region contributes to the peak in the total ∆-variance spectrum,
peaking on scales of 15 to a few 10s of kpc.

If we assume that the level of emissivity fluctuations in the
0.6 to 5 keV band has a standard deviation of 8 per cent then the
corresponding standard deviation for density fluctuations is 4 per
cent. This value is surprisingly close to the 5 per cent value seen on
small scales in in the Coma cluster (Churazov et al. 2011), despite
AWM 7 appearing to be a more relaxed object on large scales.

We can test whether the radial depressions to the south of the
core of the cluster are the main contribution to the shape of the ∆-
variance spectrum. We computed the spectra for the northern and
southern sectors of the cluster independently in the 0.6 to 5 keV
band, between radii of 1 and 6.7 arcmin, after subtraction of the
ELFIT model (Fig. 18). These spectra have the noise removed by
the subtraction of the spectrum of a model-subtracted realisation
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Figure 18. ∆-variance spectra for the northern and southern halves of the
cluster, examining the radii between 1 and 6.7 arcmin. An ELFIT model was
subtracted before the spectra were calculated and the mean smooth model
spectrum was subtracted from each plotted spectrum, similarly to Fig. 13.
The green (thick dotted) and purple (thick dashed) regions show the spec-
trum of the data in the north and south, respectively. The red (thick solid)
spectrum is for both halves. The two grey shaded regions at the bottom of
the plot are the standard deviations of realisations of the ELFIT model in
the northern and southern halves.The yellow (light dotted) region shows a
spectrum for a model with powerlaw power spectra with 16 per cent fluctu-
ations and an index of -11/3 and the pink (light dashed) region is the same
with an 8 per cent normalisation.

of the ELFIT model, as in Fig. 13. Also shown in the plot is the
spectrum of the both halves of the cluster, and the spectrum of a
model with a powerlaw power spectrum fluctuations normalised
to have 16 per cent standard deviation. The southern region, which
contains the radial depressions, shows more power than in the north
on virtually all length scales.

The normalisation of the north spectrum on long scales is
roughly consistent with the powerlaw power spectrum with a nor-
malisation of around 4 per cent. The implied density variations are
therefore around 2 per cent in the north.

There will be some contribution to surface brightness fluctua-
tions due to small scale metallicity fluctuations. Such metal features
are found in several other clusters, e.g. Perseus (Sanders et al. 2004;
Sanders & Fabian 2007) and Abell 2204 (Sanders et al. 2009). The
importance of this effect at the predominant ∼ 3.5 keV tempera-
ture of this cluster is small. 20 per cent enhancements in metallicity
from 0.3 Z� only increase the 0.6 to 5 keV surface brightness by
∼ 2.5 per cent.

Examining the pressure-squared-sensitive 3.5 to 7.5 keV band,
the ∆-variance spectra (Fig. 15 and Fig. 17) are harder to differen-
tiate from the smooth ELFIT model spectra. On scales of greater
than 5 kpc they are roughly consistent with powerlaw model emis-
sivity variations normalised to 4 or 8 per cent, although there ap-
pears to be some signal on scales of 15 kpc in the outer region and
on longer scales in the central region. If the pressure fluctuations
are half the emissivity variations, the standard deviation of pres-
sure fluctuations is less than 4 per cent.

We therefore find that there are significant fluctuations in the
surface brightness of AWM 7, but they are of a low level. The

standard deviation of thermal pressure fluctuations is less than 4
per cent. These values are smaller than the lower limit found for
the Coma cluster of 10 per cent (Schuecker et al. 2004). AWM 7,
however, is a much more relaxed cluster than the dynamically dis-
turbed Coma cluster. AWM 7 is not a prototypical relaxed, cool-
core cluster, however, as it has a small, cool core and its isophotes
are twisted. We will show in a later paper that the temperature pro-
file is largely isothermal over the 25 to 250 kpc radius region.

Churazov et al. (2010) compared X-ray observations of hot
gas and stellar circular speed for several elliptical galaxies, finding
that the non-thermal pressure, on average, is 20 to 30 per cent of
the thermal gas pressure. This value is much larger than the level
of pressure deviation we could attribute to turbulence. If these el-
liptical galaxies had similar levels of turbulence to AWM 7 then it
would require most of this pressure to be due to other sources such
as cosmic rays or magnetic fields.

Some caution must be exercised when interpreting our re-
sults, however. The conversion from observed surface brightness
to density or pressure depends on the assumption that the dominant
pressure contribution is thermal in origin. Real galaxy clusters are
known to contain relativistic particles and magnetic fields. If these
components of the cluster affect the thermal gas on the scales ex-
amined, the interpretation becomes much less straightforward. In
addition, non-equilibrium thermal processes may become impor-
tant under some conditions. If non-thermal effects are important,
we would not be able to simply compare the observed power spec-
tral index against the Kolmogorov value. It would be very valuable
to create mock observations from simulations incorporating rela-
tivistic particles and magnetic fields, to help interpret our results.

The simulations of Vazza et al. (2011) find the ratio of turbu-
lent to thermal energy in relaxed clusters ranges from 2 to 8 per
cent. If we characterise the detected fluctuations in AWM 7 as tur-
bulence, our results are consistent with this range of values. Vazza
et al. (2011), however, do not yet probe scales below 25 kpc h−1,
so we cannot make a direct comparison using the same analysis
method as applied to the data. In addition, the effect of the activity
of the central nucleus is not included in these simulations and may
be important for the shape of spectrum observed.

Some of the signal in the ∆-variance spectrum from the central
regions may be related to the activity of the central nucleus. Feed-
back by the supermassive black holes in galaxy clusters can create
ripples in surface brightness interpreted as sound waves, seen in
the Perseus (Fabian et al. 2003a; Sanders & Fabian 2007), Cen-
taurus (Sanders & Fabian 2008) and Abell 2052 (Blanton et al.
2009) galaxy clusters. Sound waves should give rise to characteris-
tic length scale in the ∆-variance spectrum at some level, although
at their expected magnitude they are very hard to detect in all but
the nearest and brightest clusters with current telescopes (Graham
et al. 2008).

In this paper we have not taken advantage of the spectral in-
formation available in the data. We will investigate the distribution
of pressure fluctuations using measured temperature and density in
a future paper. We will also examine the cool X-ray core itself.

6 CONCLUSIONS

We examine deep Chandra and XMM-Newton images of the bright
AWM 7 galaxy cluster. After representing the large scale surface
brightness distribution with a model made by interpolating el-
lipses fitted to surface brightness contours, we find residual fea-
tures which are approximately radial, have a projected magnitude
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of 4 per cent in the 0.6 to 5 keV band and are strongest in the south
of the cluster. Examining the 3.5 to 7.5 keV band, which is more
sensitive to pressure variations, we also find evidence for such fea-
tures at a similar magnitude.

A histogram of the surface brightness distribution after sub-
traction of a smooth model also shows a wider distribution than
expected from the Poisson statistics.

If, instead of the ELFIT model for the surface brightness, we
fit a β or double-β model to the cluster, the residuals are consid-
erably larger because of the offset peak in X-ray emission in this
cluster and a number of edges in surface brightness.

We use ∆-variance spectra to characterise the scales on which
the fluctuations occur. The magnitude of the fluctuations is roughly
consistent with a model with powerlaw power spectra with an in-
dex and a standard deviation of 8 per cent pressure fluctuations in
3D emissivity the 0.6 to 5 keV band. The spectrum appears flat-
ter than expected, however. The implied density fluctuations have
a standard deviation of around 4 per cent. In the pressure-squared-
sensitive 3.5 to 7.5 keV band, the 3D pressure fluctuations appear
to be 4 per cent or less.

We find that there is a large difference between the signal in
the ∆-variance spectra between the north and south of the clus-
ter. On the longest scales there is roughly a factor of two less ∆-
variance signal in the north relative to the south.
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